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Abstract

A method of optimal 3D viewing base.d on adaptive dis-
plays of stereo images is presented for advanced telema-
nipulation. The method provides the viewer with the
capability of accurately observing a virtual 31) object or
local scene of his’her choice with minimum distortion.
The viewer is alowed to define avirtual 31> object or
local scene at a desired depth as a scaled version of a
real 31> object or local scene which he/she wants to
focus on.The key result is an algorithm which deter-
mines in real-time the optimal parameter values associ-
ated with stereo imaging and image projection on a
video screen, The selected parameter values implements
the optimal stereo viewing adaptive to the viewer's
focus of attention. Simulation results arc shown.

1. introduction

Telepresence is an essential component for telemanipu-
lation[2]. Telepresence becomes more and more
important as the advancement of telemanipulation
demands highly dextrous and delicate manipulation of
objects for such sophisticated tasks as telesurgery[1].
Onc of the key features in telepresence is to provide.
the viewer with the capability of observing a 313 scene
remotely asif he/she observe the 31 scene directly in
the real world. in other words, to provide a human with
the natural yet comfortable feeling of 3D visual percep-
tion based on stereo displays on a video screen(s) is
important for advanced telemanipulation as well as vir-
tual reality. More specificaly, the image of a real3D
scene is taken by a stereo camera And, the images
recorded on the left and right cameraimage planes arc
projected onto a video screen(s)[6] such that the
viewer’s left and right eyes scc the respective leftand
right camera images and synthesize the 3I) scene by
stercopsis[4]. In the case where the viewer wants to
change his/her viewing perspective, the viewer's head
orientation toward the desired viewing direction is cap-
tured by a he.acl-mounted device to control the
orientation of stereo camera[3].

This paper concentrates on developing a method of
sterco displays that provides the viewer with the capa-
bility of observing a 3D object or scene of his/her
choice with high accuracy under the mag nification and
depth set independently by the viewer. Previous work
in this area includes shifting the left and right images
in opposite dire.ctions to obtain undistorted stereo view-
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ing with parallel cameras|[S]. However, it requires that
the systemn, not the viewer, controls the image size,
which may not bc desirable for many applications,
besides the suffering from a trade-off between depth
resolution and sterco-image over-lap.

It is often the case that the viewer desire.s to set
viewing parameters in such a way that he/she can
observe a scaled version of the real 3D scenc a a
desired depth. Wc refer to bere tbe scaled version of a
real 31) scene fictitiously placed at a desired depth
from the viewer as a virtual 31> scene. Fuithermore, the
viewer mmay desire to focus on a particular object or a
local scene at atime but with high accuracy without
distortion. In fact, the behavior associated with the
human recognition of an object is that the focus of
human eyes fall on a particular feature of an object or
scene at a time, as it jumps around among many fea-
tures. The problem to solve here is how to set in real-
time the parameters associated with stereo imaging as
well as the parameters associated with the projection of
stereo images on the screen such that the. viewer is
capable of observing the object or loca scene of his/
her current focus of attention with desired magnifica-
tion and depth feeling yet with minimum distortion,
Cameras with wide and narrow fields of view with the
ability to zoom arc an integral part of most camera sys-
tems. Here, We assume that the controllable parameters
associated with stereo imaging arc the baselri)ne length
and zoom factor or focal length in the case of pin-hole
camera model. The controllable parameters associated
with iimage projection on a screcn are the horizontal
displacement of stereo images in opposite direction and
theimage scaling factor. Theimage scaling factor and
the camera zoom factor or focal length play an equiva-
lent role. However, such redundancy helps to select
parameters not only in terms of minimizing distortions
but also satisfying other performance criteria or physi-
cal congtraint associated with stereo viewing([5].

2. outline of the Approach

A virtual 31 scene defined by the viewer as a scaled
version of a real 31 scene, which is placed at adesired
depth from the viewer, may not be accurately synthe-
sired by the eyes of the viewer without distortion by
controlling only those imaging and projection parame-
ters described above. Our approach is that we identify
the object or local scene the viewer desires to focus on
such that the paramcter values arc determined adap-
tively in sucha way that the eyes of the viewer can



synthesize the selected object or local scene optimally.
For this purpose, we assume that the eye orientations
can be effectively measured by a device such that the
location of the viewer’s current visual focus can be esti-
mated in the virtual 3D visual world the viewer is
cunrently engaged in. I'hen, by applying the desired
magnification and depth scales set for the current vir-
tua 3D visual world, the estimated location of the
viewer’'s visual focus can be transforined into the corre-
sponding location in the real 31> workspace. In some
cases, it may be possible that the location of the object
the viewer desires to track can be computed explicitly,
for instance, the location of manipulator end-cffector.

First, we derive the equations that ptoject a point
in the real workspace onto the corsesponding left and
right points cm the screen through stereo imaging and
image projection operations. These equations arc func-
tions of controllable imaging and projection para-
meters. ‘1'hen, wc tansform the point in the real work-
space into the corresponding point in the virtual
workspace based on the desired magnification and
depth set by the viewer. That is, the virtual workspace
is set as a scaled version of the real workspace located
at a desired depth.Followed is the derivation of the
equations that project the ﬁomt in the virtual work-
space onto the Ieft and right points on the screen in
such away that the eyes of the viewer can perceive an
object or scene with the desired magnification and
depth and without distortion. The left and right points
defined in the latter represent the ideal locations of a
point. The optimization involves the minimization of
error between the ideal locations of points from the vir-
tual workspace. and the actual locations of points from
the actual workspace by controlling the imaging and
projection parameters. We p1 opose two approaches for
determining the optimal parameter values. First, based
on the. estimated location of viewer's visual focus in the
real workspace, wc select a number of points around
the point of visual focus. Then, we compute the opti-
mal parameter values for each of the seclected points
individually, by taking advantage of the fact that there
exists an exact solution for optimizing single point, i.e.,
wc can find the parameter values that allow a point in
the virtual 3] scene exactly match with that of the cor-
responding real 31> scene. Then, final parameter values
arc obtained by the weighted average of the individual
paramcter values, where the weights may be inversely
propot tional to the distance from the point of the
viewer’s visual focus. Second, wc. define the error func-
tions as the squared sum of the errors from the
individual points. An optimal solution which mini-
mizes this error function is then derived to determine
an optimal parameter values.

As an example, let us consider- that the viewer is
given the 31 scene of manipulator workspace for tele-
manipulation. Assume that the viewer is curie.n(ly
focusing on the manipulator end effectorin the virtual
workspace defined with the current magnification and
depthiset by the viewer. Now, the viewer wants to
move his’her focus from the manipulator end-effector
to the object to be grasped. The vicwer then orients hig/
her eyes to the object in the virtual workspace, which is
subsequentl y captured by the device measuiing eyconi-
entation. The viewer also controls a mouse to set the

proper magnification and depth of the object in order to
create a new virtual workspace. The location of the
object in the real workspace is estimated from the esti-
mated location of the object in the virtual workspace
based on the measured eyc orientations. g hen, we
select multiple points representing avolume around the
estimated object location in the real workspace.. The
final parameter values to be used for ncw stereo dis-
plays are then obtained from the weighted average of
the parameter values computed for individual ~ points
or from the equations derived for multiple point optimi -
zation. The latter provides a more accurate solution at
the expense of computation.

3. Projection of Real 3D World onto Screen

In this section, we derive the eguations that project a
point in the real 31> workspace. onto the left and right
points on the video semen for the viewer's left and
right eyes, respectively. ‘1" his consists of two processes:
1) the stereo imaging in paralel cameras, and 2) the
displays of stereo images on the screen.

3.1 Stereo Imaging,

Asshown in Fig. 1, a point, £, in the rea world, P =
(x, v z) in the camera coordinate frame, forms the cor-
responding image points, P and PR 011 the left arid
right camera image planes, respectively, where pil'=

(P, i€ p l])] and pif - (1, iR p ”‘)7 in the respective

left and right iinage plane flamcq Assuming the paral-
lel camera configuration with the pin-bole camcra
model, we have
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where the baseline lengthof two parallel cameras,
deams and the 700m factor or the camera focal length, /i




arce considered adjustable parameters.

3.2 Displaying Sterco Images on Screen

The leftand right camera images arc them projected
onto the video screen for stereo displays, where the pro-
jection involves the horizontal and vertical scaling of
mages with the scaling factors denoted respectively by
S,and S,, and the horizontal shifting of imagesin the

opposite direction with the amount of a symmetric shift
denoted by K. The horizontal shift may be defined in
terms of the screen coordinate frame located at the cen-
ter of the screen. For convenience, here we ck.fine K in
terms of the left and right screen frames which arc par-
allel to the screen frame and located directly in front of
the left and right eyes of the viewer, respectively, as
shown in Fig. 2. ‘I'he eye frames of the viewer is
assume.ct paralel to the screen frame and is located
about the center of the screen. Then, the image points,

P and PR, arc projected onto the points, 7% and P&,
respectively, of the screen, where Pl (I’xw‘, P
and P = (PSR, PySR )Tcan be represented in the
respective left and right screen frames by

P ,SI‘ = f (x+ d ) K
X 24 f 2%cam @
, SL f ,
Py TS 5
SR . f( | )
P =S5 - Jx-= d + K
X x cant
) 2+ f 2 (5)
p Sk - S' fﬁ
Y z+

The scaling parameters, S, Sy, and the shifting parame-

ters, K, arc considered adjustable. Hgs. (4) and (5)
rc.present the projection of the point, P in the real world

onto the points, 77 and PS% on the screen through ste-

reo imaging and image projection, where PS5 and pS%
can be controlled by the adjustable parameters, d.,,,,, /-
Sp Sy and K.

*is1, Tepresents left projected image axis
*iSR represents right projected image axis
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Fig. 2 Projection onto Screen

Note.
adjusting zoom factor or field of view in the pin-hole

that the adjustment of f is equivalent to

SINT
s

camera model. Therefore, instead of performing digital
image. scaling with S, and §,, wc can adjust f while
kecping S, = S, = screen s1/c/)|magc size. This can pre-
vent the reductlon of resolution duc to image
magnification. However, to have S, and S, can help fur-
ther minimize the viewing distortions.

4. Projection of Virtual 31 World onto Screen

A virtual 3D world is a scaled version of the corre-
sponding real 31> world, which is placed at a desired
depth from the viewer. A virtual world is defined by
the viewer in order to observe an object of hig/her inter-
est with a desired magnification at a desired depth.

4.1 Generation of Virtual 3D Object

First, we imagine that the cyc frame of the viewer coin-
cides with thc camera frame, such that the real world
seen by the camera is placed fictitiously in front of the
viewer's eyes. ‘I’hat is, apoint, », in the camera frame
isrepresented as the corresponding point, #¢, P¢ = (x,,

Ye 2¢) inthe eye frame, where P = #, as shown in Fig.
3. ‘['hen, the Viewer wants to scale the real world and

P(xyz) =P
- ]’V(PXV’ PyVy I’ZV)

Sc

left eye
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Fig. 3 Transformation from camera view
to virtual view
place it at a certain depth from him/her. ‘I’his can be
done by scaling cach point, 7, with the desired scaling
factor o and shifting the scaled point by, 10 the

desired depth, such thaI I"” moves to the ncw position,
I)V ])V (]) V 1) V ]) ) .

PY = oy’ 1000.0) (6)

4.2 Projection of’ Virtual 3D Object onto Sereen

Now, the virtual 3D world created by the viewer can be
projected onto the screen so that the ideal position of P
i the reat 31> world can be defined on the screen. Simi -

lar to the case of stereo imaging, Y canbe projected
ontothe left and right points, Y5/ and PYSE respec-
tively, on the screen. PYSand pYSE where pVSI- .



(]) _VSIA, P 'VSI/)T and PVSR - (P,\.‘VSR’ P VVSR)T’ can be
defined N terms of theleft and rignt screen frames,
respectively, as follows:

P 2 (M
o-zit,
(0( x - g{‘f) d
. 2 ) Hsc
I’A\S}‘ .. ‘ (8)
ozt
and,
o-y-dg,
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5. Sclection of Optimal Parameters

The distortion in viewing is cause.d by the crmr
between the screen points, ¥ and 7K, projected from

the stereo images and the screen points, P¥¥ and pVSK,
projected from the virtual 31 world. Yo be free of any
distortions, this error should be zero for each and every
point cm the screen. Unfortunately, this is not achiev-
able. only by adjusting the parameters, deqp» /> Sp Sy,
and K for an arbitrary set of ocand z,.

Therefore, wc minimize the errors of selected
points representing the voluine where the viewer wants
to focus cm, adaptively to the change of the viewer's
visual focus of attention.

5.1 Distortions in Viewing
The e ors between P and PY3! and between pSK and

PYSE repr esented as (ey, €))7 . and (e, 6’)',)7, respec-
tively, can be obtained from tigs, (4 - 9):

. p VSL_ ), 81
( xl) . X X (lo)
ey p VSL_, 5L
Yy Y
VSR SR
Cxr Px . Px ) (1)
(pyl') p VSR _p SR
Yy Yy

5.2 Selection of Points to be Optimized

The selection of optimal parameters for the. minimiza-
tion of viewing distortions is based on a number of
selected points representing the volume around the
viewer™”s cul-lent visua focus. Since human eyes can
not sec. whole scene at a time, the scene dots not have
to be optimized for al points. If optimization is done
for whole scene then it causes more ey ors around the
view point of humaneye and it is not desirable. How-
ever enough points should be considered to get a
sufficiently clear virtual scene.

The viewer's current visual focus, 1Y/, in the vir-
tual 3D world can be identified from the. mcasured
orientations of viewer's eyes based on triangulation,
‘I'hat is, by detecting the posture, orientation and dis-
tance between pupils of the viewer using a special
device, higlher view point can be estimated. Then, PY

can be transformed into the corresponding point, #, in
the real 3D world by Yig. (6). A set of points is then
selected from the volume. around 1 for optimization,
"I'he change of the viewer's visual focus prompts the
selection of ancw set of points for optimization.

5.3 Parameter Optimization

There arc two approaches for achieving parameter opti-
mization with the selected points: 1) wc compute first
the optimal aﬁ)arameter values for individua points. The
final optimal parameter values are the weighted sum of
individual optimal parameter values. This method is
referred to here as the point-wise. optimiization. 2) we
compute the optimal parameter values to minimize the
weighted sum of the squared creors from dl the points.
This method is referred to here as the multi-point
optimization.

I’oirlt-Wise Optimization
Based on egs. (10) and (11), the error, (e, eyl)T and

(exp 6’)',)7‘, representing the point-wise distortion of
viewing can be made null for a given point by adjust-
ing parameters based on:

dvra 2+ f
S = = =" —
=S, ( 7 )(0124 ’1) or

d, oz
I 12
! o(z-d )+t 1)
od,, d,,
(- s »)(dmm» -"r“’)— 2K = 0 (13)
az+t, o

The image scale factor, §, and S, should be cho-
scn same, Hq. (12) shows that the same result can be
obtained by adjusting either the image scale factor, S,
or the focal length, f.Furthermore, tig. (1 3)indicates

that the selection of the camera baseline length. 4,

and the horizontal image shifting, K, is not unique.
However, this redundancy in selecting parameter val-
ucs arc rather desirable, since wc can taking into
consideration additional performance criteria and physi-
cal constraints associated with S, and f aswell as d

cam

and K.For instance, wc have a frecdomn to choose
parameter values in such a way as to minimize the
inage resolution degradation, depth distor tion, and ste-
reo Image overlap reduction. Note that the parameter
values determined by Eqgs. (1 2) and (13) arc only a
function of the depth z, and arc independent of x and y.

Once the parameter values arc obtained for
sclected individual points, wc can obtain the fina |
parameter values by the weighted average of individual
values. The weights can be assigned to individual



points, P/, inversely proportional to the distance from
thereference point, M, as

W1/ P/ —p| (14)

The result can be summarized as follows:
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The |~oir]t-wise' o~>till~ ization is simnple to calculate and is

suitable for real time computation.

Multi-Point Optimization

We first represent the total crior, €, associated with the
selected points as the weighted sum of squared errors
of’ individua points. ¥rom gs. (4- 11), € can be repre-
sented as

& = 8)’ + € 1€, (18)

f")
"
™=

pRORY i(Syb; ~ a,»ot)2
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= ) 0 (x;(S,b;- aoz)-p)

i=1

where

de a.d

C(IW reve e
c; = =~ K

i 2 2

I'rom the necessary condition of optimality, i.e., the
partial derivatives associated with parameters to be
optimized should be zero, we can obtain the following
cquations governing the optimal paramecter values:

S (A 1 1‘(1(‘[1"[ ) (‘(1'71(( _* ])K) O (19)

D

S,\dfam'? - KE ‘ (20)

B D C
S Dok = % 21
S.!df(lm2 K"l 2 ( )

1
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5 2
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R 22)
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A= 2;40).1)'2 D= L4o) b,
where . LQw,b, RS )J*w (23)

C= }Hz(ﬂ a,l),de‘e, F = LQ(!),(II(}C(HH
i ¢

The optimal value of the scaling factor, S,, can be
computed independently of others, as shown by Tiq.
(22). However, due to the dependency of Egs. (19-2 1),
the optimal parameter values for d,,,, K, and S, can
not be uniquely determined, similar to the case of point-
WIiSC optimization. To solve this problem, we can Intro-
duce additional performance criteria such as depth
distortion, image resolution, and stereo overlap for opti-
mization. One simple way to solve. the problem is to
decide the baseline length, d,.,,,, first based on its phys-
ical constraints and its effect on depth distortion and
stereo overlap. Then,the scaling factor, S,. and the
shifting parameter, K, can be determined from tgs.
(219)(20) or (19)(21) as follows:

(C 2KI'DYd

S cam
X ’*""—2'
2 D
A+ dcnm(B - 21:)
K - - cam 1 (c - 2[*‘])) : gr

. ? 2 }:
Zla(A (- 21)1(”,,,) -

6. Simulation and Analysis

Section 6.1 shows the results of the optimization proc-
ess in obtaining agood view of asclected area of asim-
ulated manipulator. Section 6.2 analyses the size of the
virtual objects as a function of distance from the cam-
cra. Section 6.3 considers the cases whenthe view is
most natural for a given magnification.

The simple translation factor ‘s,” can also be
viewed as a translation component ‘dvobj - (a*dobj)’.
The latter definition is more intuitive when tbc viewer
isinterested in magnifying his view whilelooking at a
specific object located at distance dobj from the camera
while keeping tbc virtual object at distance dvobj from
the viewer in the virtual world,

6.1 Simulation
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Kig 7. Actual view dobj=1000cm. Optimi-
zation for end effector points.
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¥ig 8. Comparison dobj=90cm. Optimiza-
tion for end effector points.

L= &S actual view & - =~ —=»desire:d view
Fig 9, Comparison dobj = 90 cm. Optimization
for end effecter points. -
because the distance of these points in the desired vir-
tual world becomes negat ive. What we need to under -
stand from the graph is that if we do not perform the
optimization process constantly then as the object of

interest moves along z it will appear to shrink or grow,
Thisisclearly uncle.sirable.

In the. sccond graph on relative magnification dobj
=90 & dvobj = 90. Wc notice that for & = 0.95 the Inag-

-~ =>actual view & — — — => desired view
-

Fig 10 Comparison dobj = 1000 cm. (right eye
caseis similar & hence not shown).Optimiza-
tion for end effector points.

——— => actual view & — — - => desiedyiew
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Fig 11. Comparison dobj= 1000 cm (left eve caseis

similar & hence not shown). Optimization for
pointson thefirst link.
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Fig 12. Relative magnification (case 1)
zisincrns & o= mag

nification is amost constant andshould not requite
constant updating. Actually this is noticed becausc the
case is close to the ideal case that will be discussed in
the next section. Also if dvobj > a*(dobj + ) (ie.t, >
a*f) then objects far ther away in the vir tual world
appear small er. in the. other case objects farther away
willlook larger.




The usefulness of the optimization process is evident
from the results of the simulation. We chose to smulate
amanipulator with three links and an end effector. Fach
of the three links has a single block. The end effector is
mode.llcd to look like a gripper. The size of the three

links are about 10x50 x10c111°each. Thesize of the end

effector is about 20x | 5x10 c111’. The orientation of the
manipulator is such that the end effector isfarther away
from the first link by about 45cm. We perform the opti-
mization process for multiple points on the cad effecter
and compare. the results of the actual view obtained
with the desired view. Say we decide to place the vir-
tual manipulator at a distance of dvobj = 45 cins from
the viewer with a magnification of 0.15. Say screen
width is 30cm. ‘I’his would mean that the screen will
hold about 30/0. 15 = 200cm of the real scene’s width at
the position of the real object,

For the viewer to notice a scaled manipulator at
dvobj, the view on the screen should be as seen infig. 4.
Fig. 5 shows the actual view obtained by optimizing for
the view for pre-selected points on the endeflector
when the distance of the manipulator from the camera
(dobj) is 200cm. Fig. 6 shows the actual view as
described for fig.5 for the case when dobj . 90cm. Fig.
7 shows the actual view as described for fig. 5 for the
case when dobj = 1000cm. For a better comparison of
the results wc show the desired and actual view for var-
ious cases separately for each eye. Fig. 8 shows the left
eyes view for the optimized case as well asthe desired
case. We can now clearly see how the actual view
matches the desired view better at the end effecter. For
this case dobj=90cm. Fig. 9 shows the views as
described for fig. 8 for the night eye. Fig. 10 shows the
views as described for fig, 8 for the case when
dobj: 1000 ctn. We can compare the result with that of
optimizing for- al the points on the first link. ¥ig. 11
compares the right eyes desired view with that of the
right eye’'s actual view. For this case the optimization
was done for points on the first link. Wc can see that
unlike the other cases the end effector’s desired and
actua vicws arc not properly matched but that the first
links actual and desired views are properly matched.
Hence we can conclude that if we optimize the viewing
parameters for the end effector them it is scaled as spee-
ificd and placed at tbc specified distance in the per-
ceived world, and if the optimization is done for the
first link then the first link is scaled as specified and
placed at the specified distance in the perceived world,
with negligible errors. The usefulness of the optimiza-
tion process in obtaining a good view of aselected area
or object in the real world is evident from the simula-
tion.

6.2 Relative Magnification

By studying the relative magnification ‘M’ of the points
as a function of 7, we can understand the need for con-
tinually performing the optimization process We define

M as follows:

S1.
£
M = ,I‘,L
VSL

)

! )

(25)

actuall view

s leftview & — — ——=» right view

Fig 5. Actual view dobj = 200cm, Optimi-
zation for end effector points.

|

=> leftview- - -- =>rightview
Fig 6. Actual view dolj = 90cm, Optimization
for end effector points.

actual view

M is independent of y. Consider the graphsin figs.
12 and 13. In the first case, we optimized f for dobj=
200 cmm and dvobj = dsc = 45 cm. As noticed from the
graph the best value of M (i.e. M = 1) is not at dobj.
‘I"hisisbecause it was optimized for anumber of points
on the simulated manipulator. We also notice that for
some value.s of mag M becoines negative. This is
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¥rig 13. Relative Magnification (case 2)
6.3 Natural View

The natural view refers to the case where al of the
sceneis exactly as it should be if it were magnified by a
factor a. We need:

PySL
M= =g ] )
])
Y
If we have:
o dobj = 2% @)

then the equation becomes independent of z. i.e. when
t,=a *f. But we dtill need to have M= 1. Assuming no

digital scaling, this would necessitate

S
W .f—__ L] (28)
W dsc
where SW is the screen width and W is the width of
the image plane that is mapped onto the screen.

user chosen scaled model at a user chosen depth has
been presented. convincing simulation results shows
the value of the optimization process for real world
applications where telepresence is required and/or
desired. The optimizing process is not computationally
intensive and can hence be used in real time to select
new viewing parameters based on required scaling and
depth of the virtual world. Coupled with systems that
can determine the points on the screen that is seen by
the eye., and camera systems that can accurately and
rapidly adjust the camera parameters, the optimnization
process can give the user a feeling of being immersed in
the scene with the option of adjusting the scale and rel-
ative shift of the virtual world that accurate.ly represents
areal world scene.
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Under these conditions the view will be most natu-
ral. 1 t is like making the distance between our eyes
equal to d,y./a, and then looking at the world. As long
asthe above parameters arc satisfactory we can stick to
the natural view. But in the field of telcoperation versa-
tility anti non-ideal surroundings will require the kind
of optimizations presented in this paper.

This basically implies that the field of view that is
subtended by the screen on the viewer should be equal
to the ficld of view of the camera, Also to have proper
shift of the on-screen images and to have uniform varia-
tion of the. virtual space. we need to have

7. Conclusion

A method of optimizing stereo viewing parameters to
present selected areas of an actual scene to look like a




